Business-driven management of infrastructure-level risks in Cloud providers

J. Oriol Fitó *, Jordi Guitart

Barcelona Supercomputing Center and Technical University of Catalonia, Barcelona, E-08034, Spain

ARTICLE INFO

Article history:
Received 28 October 2011
Received in revised form 6 April 2012
Accepted 17 May 2012
Available online 26 May 2012

Keywords:
Business-driven risk management
Self-managed Cloud providers
Private Cloud provisioning
Resource failures

ABSTRACT

Cloud computing is an innovative and promising paradigm that is leading to remarkable changes in the way in which hardware and software are designed and purchased, as well as how IT systems are managed. However, the Cloud is a risky paradigm. For instance, the use of Cloud services, which usually are external assets to their consumers, implies unprecedented risks that must be taken into account.

In this paper, we propose the involvement of the risk management discipline into the Cloud computing realm. We present a risk management approach led by business-level objectives (BLOs) of Cloud organizations. Its main goal is to assist in business-driven self-managed Cloud providers, by facing uncertainties always present in their internal decision-making processes. Our Cloud-aware risk management method includes a SEMI-quantitative BLO-driven Cloud Risk Assessment (SEBCRA) as the core subprocess. Its aim is to constantly rank and prioritize risks affecting the governing business-level goals.

In addition, we present, as a use case, a PaaS provider that incorporates our risk management approach to enhance the achievement of two BLOs, i.e. maximization of profit and customers satisfaction. In particular, it can manage—identify, assess, and treat—the most critical Cloud infrastructure-level risks, i.e. provisioning its private Cloud, either under- or over-provisioning, as well as resource failures. We present some risk treatment responses to face these risks and we evaluate their impact on the above-mentioned BLOs. Our results show that the best responses to address risks may change over time depending on the current provider’s status. As a result, an adaptive management of risks should be considered as a mandatory process for Cloud providers to ensure their success in the ever-growing worldwide ecosystem of Clouds.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays, Cloud computing is widely recognized as the most promising computing paradigm of the last several years [1]. A recent Gartner report [2] identifies Cloud computing as the most strategic technology and trend for the majority of today’s companies, basically because the use of Cloud systems leads to promising business models. The benefits for both stakeholders, i.e. providers and end-users, are actually very clear [3].

Already, several Cloud computing models have emerged: SaaS providers, e.g. Salesforce CRM [4], which deliver software over the Internet; PaaS providers, e.g. Google App Engine [5], which mainly offer virtualized execution environments to host Cloud services; and IaaS providers, e.g. Amazon EC2 [6], which provide virtualized computing resources as a service and, thus, serve as the foundation layer for Cloud systems. Each model offers different features and/or services, at different degrees of flexibility, and involves distinct risks. This includes new risks to be determined (due to the usage of new technologies such as virtualization), as well as well-known risks to be re-evaluated within the Cloud domain.

The current trend involves several of those providers inter-operating in Cloud ecosystems. These multi-Cloud scenarios (e.g. Cloud federations) comprise for instance PaaS providers outsourcing resources from public Clouds of third-party IaaS providers when their customers demand overcomes their private Cloud capacity. As physical Cloud infrastructures are, of course, provisioned in a static way, Cloud providers have to accurately size their private Cloud capacity in order to tighten capital expenditures (CapEx). In fact, Spellmann et al. [7] state that those initial investments are much more difficult to secure than operating expenses (OpEx), e.g. electric bills, since they are usually budgeted for technology refresh every 3–5 years. Moreover, providers are exposed to physical or virtual resource failures, which may represent significant losses for them.

All in all, Cloud providers are constantly subjected to uncertainties during their operation, which may greatly impact their business expectations. These uncertainties can represent threats for their success which, therefore, can greatly reduce the well-known benefits of using Cloud systems. In this case, the involvement of risk-aware decision-making processes into self-managed...
Cloud providers is clearly a need in order to minimize undesirable expenditures. On the other hand, uncertainties may result in opportunities or positive impacts for Cloud providers. In fact, there are events and management actions that may produce either positive or negative results for the business. For instance, overbooking resources in a Cloud provider may have a twofold impact: it increases the probability of violating service-level agreements (SLAs), and thus it implies revenue loss for the provider if violations occur, but conversely it can lead to obtaining more profit because the provider is serving more customers. Therefore, a remarkable tradeoff appears when considering the best risk-aware management action(s) to carry out in order to face risks. In fact, the best decision will highly depend on the provider's business-level objectives (BLOs) (e.g. profit and ecological efficiency maximization), which should be used to drive the whole risk management process.

1.1. Contributions

This paper, which extends our previous work [8], contributes to the inclusion of the risk management discipline into the Cloud computing paradigm.

First, we present an overview of risk management and assessment methods, as well as of the most important Cloud-related risks to be addressed.

Second, we propose the adoption by Cloud providers of a risk management process led by business interests, such as BLOs. We also propose a SEmi-quantitative BLO-driven Cloud Risk Assessment (SEBCRA) as its core subprocess. Its main goal is to constantly evaluate the impact of Cloud-specific risks, either with positive or negative consequences, on business objectives. Based on that, any Cloud organization is able to be aware, at any moment, of how to efficiently tackle uncertainties and their related risks, thus aligning its low-level management decisions with those high-level (business) objectives.

Third, we suggest several risk mitigation and adoption responses to deal with the negative and positive impacts, respectively, of the most critical infrastructure-level risks identified in the assessment step, namely the risk of provisioning a private Cloud, i.e. under- and over-provisioning, and the risk of physical and virtual resource failures.

Last, we demonstrate the applicability of the proposed BLO-driven risk management approach in a PaaS provider, which offers execution environments to host Web-based services. We experiment with different utilizations of its private Cloud (number of hosted services) and time-varying workloads for these services and we evaluate the impact of applying different risk treatment responses with respect to the achievement of two important BLOs for current Cloud providers: the maximization of profit and customer satisfaction. Our results demonstrate that a dynamic risk treatment strategy, which is able to apply the most appropriate risk response according to the provider’s status to fulfill its BLOs, is needed to deal with the aforementioned Cloud infrastructure-related risks.

The remainder of the paper is organized as follows. Section 2 exposes useful background around risk management and assessment methods, as well as identifying the most important Cloud-related risks and re-evaluating traditional ones. Section 3 presents some related work on risk management and assessment. Section 4 details the business-driven risk management and assessment procedures. Section 5 presents a use case of how a PaaS provider is able to deal with critical Cloud infrastructure-related risks. Section 6 details the experimental environment and the evaluation of the presented risk management approach and of several risk treatment responses to face those risks. Finally, Section 7 draws our conclusions and exposes future work.

2. Background

2.1. Risk management and assessment

There are many different definitions of risk which have been developed and adopted by several disparate organizations over recent years. After considering dozens of them, ISO 31000:2009 [9], together with ISO/IEC Guide 73 [10], defines risk as the “effect of uncertainty on objectives”. It also states that risk is the consequence of an organization setting and pursuing objectives against an uncertain environment. The uncertainty comes from both internal and external events which may or may not happen. In general, they can represent opportunities for benefit or threats to success, i.e. positive and negative impacts of risks on an organization's objectives. Thus, and in contrast to traditional risk avoidance (mitigation) strategies, adopting positive risks may lead to obtaining significant benefits from the business point of view. Actually, managing risks can be seen as a process of optimization that causes organizations to minimize uncertainties in achieving their objectives.

Risk management is governed by generic guidelines and principles established in the widely accepted ISO 31000:2009. By definition, it is the process whereby organizations treat, in a methodical way, risks related with their activities. Its main goal is to obtain benefits and sustainable values for the business in each of its activities and across all of them. For this reason, it should be a fundamental part of any organization's strategic management.

Risk assessment is a core subprocess of any risk management strategy. It consists of the determination of a quantitative or qualitative value of each risk, also known as risk-level estimation, related to a particular situation and a recognized event (representing either a threat, an opportunity, or both). There are three primary methods to assess risks according to [11]: qualitative, which roughly categorizes risks and thus does not need to determine the numerical value of all assets at risk and frequencies; quantitative, which assigns numerical values to both the impact and the likelihood of risks; and semi-quantitative (or hybrid), which is less numerically intensive than quantitative methods and classifies (prioritizes) risks according to consequences and foreseen probabilities.

Quantitative risk assessments have been criticized for being overly reductive and diverting attention from preventive actions. In addition, they ignore qualitative differences among risks. Although the calculations involved are tedious and include a strong element of arbitrariness, their main advantage is that they provide accurate measurements of the magnitude of the impacts. However, those quantitative impacts may be unclear, thus requiring to be somehow interpreted in a qualitative way. In contrast, the main advantages of qualitative assessments are the prioritization of risks and the identification of the most important areas for improvement. Even so, they do not provide enough quantifiable measurements concerning the probabilities and impacts of risks. As a result, semi-quantitative methods basically take advantage of both these aforesaid aspects and, therefore provide risk prioritizations and useful (semi-)quantifiable impact analyses.

2.2. Is risk management needed in Cloud organizations?

New risks have appeared together with the evolution of the Cloud computing paradigm. Within them we find specific issues imposed by law or regulations, as well as operational risks inherent to the use of Cloud systems, either local or external assets. These risks can have a great impact on the operation of Cloud providers, making it inconsistent with their respective business strategies, represented by means of business objectives (BLOs) and/or constraints. As suggested by ISO 31000:2009, proper
risk management strategies driven by business aspects must be integrated into a Cloud organization's decision-making processes in order to be effective. Here is where and how uncertainties (risks) are generated and thus can be tackled. All the Cloud entities, not just the providers as a whole, should be the subject of risk management and assessment approaches. In fact, risks in Cloud systems must be considered at service, data, and infrastructure layers. Notice that the level of risk will, in many cases, vary significantly with the type of Cloud environment being considered. For instance, being a participant of a federation of Clouds involves more risks than only managing a private Cloud. Risk management strategies should be able to clearly identify new Cloud-specific risks and re-evaluate well-known risks in a Cloud environment.

**Cloud-related risks.** There is an ongoing effort to identify the risks associated with the Cloud computing paradigm [12–16]. As a result, we can note the following risks that Cloud computing introduces: risks associated with the virtualization technology, such as failures in multi-tenancy, virtual machine (VM) isolation, and hypervisor vulnerabilities; loss of direct control of resources and software such as provider lock-in, decreased reliability since providers may go out of business, agreement (SLA) breaches; risks associated with data such as data protection responsibility, insecure or incomplete data deletion; and legacy risks such as regulatory compliance data location, and the effect of international boundaries on operation.

**Re-evaluating traditional risks in Cloud environments.** The impact of some traditional risks must be also re-evaluated in Cloud environments. For instance, the risk of network partitions is now more critical for Cloud organizations since they are totally based on the network. Other risks, such as natural disasters, should be considered in a different way because of the constant use of external resources to ensure high availability of Cloud services.

In short, Cloud organizations need to definitely include risk management processes, as well as develop risk-aware strategies, policies, and heuristics required to face new Cloud-specific risks and traditional ones that have changed within this new scenario.

3. Related work

The risk itself and its management have been considered in a great number of research fields, e.g., statistics, biology, engineering, and systems analysis, for many years. In this regard, Aven has made pioneering contributions for risk analysis and management, such as [17]. He has introduced the concept of considering a risk as an event where the result is uncertain, either positive and negative [18]; and he has stated that semi-quantitative analysis replaces tedious quantitative approaches very well [19]. Generally, the research contributions toward risk management and assessment differ in the level of development of methodology items. According to this, they can be grouped under the three risk assessment methods: quantitative [20], qualitative [21,22], and semi-quantitative [19,23,24].

Apart from these general risk-related publications, the management of risks has been widely tackled in other successful distributed computing paradigms, i.e., Grid computing. In this field, and within the context of the AssessGrid project [25], Djemame et al. have contributed with a lot of research works [26–29]. They have widely addressed the inclusion and implementation of risk management and assessment methods into Grid environments. They treat risk-aware negotiations and SLAs, risk-based decision-support for infrastructure management, and calculation of risk-indicators for providers ranking and competition, among others. Whereas we share a common interest of introducing risk management in distributed systems, we need to focus on risk-aware decision-making policies aimed at managing virtualized (Cloud) infrastructures and services running on top of it that can take into account the specifics of these kinds of environment. Moreover, Voss et al. [30–32] present a Grid risk management process which is based on the standard for risk management processes developed by the Federation of European Risk Management Associations (FERMA) [33]. They address the risk analysis during SLA negotiations, implement a risk-aware scheduling, and consider job migrations in a risk-aware concept. Note that the risk management approach proposed herein is also based on the FERMA standard.

Yeo and Buyya [34] pose the problem whether a resource management policy implemented in the commercial computing service is capable of meeting the required objectives or not. They develop two evaluation methods to validate the effectiveness of resource management policies in achieving the required objectives: separate and integrated risk analysis. The experimentation performed demonstrates the applicability and success of their risk-based methods. However, they only consider one business objective, i.e., profit maximization. This objective is also taken into account individually in [35,36], where the risk of paying penalties to compensate service providers' users is minimized. Thus, they are able to increase the profit of providers. In addition, the effects of the risks of resource failures and SLA compliance are analyzed in [37]. The authors evaluate through simulation how users and providers can minimize their costs by adding penalties to cover the risk of not fulfilling SLAs. We are going further these works by considering multiple business objectives at the same time. This opens several research issues yet to be solved.

4. BLO-driven Cloud risk management

In this section, we describe a Cloud risk management process driven by an organization's high-level interests (i.e., BLOs). It is designed to address the impacts and consequences of Cloud-related risks into well-defined BLOs of a given Cloud organization, such as maximizing customer satisfaction or profit.

Our risk management approach for Cloud organizations, which is depicted in Fig. 1, is based on the risk management process described in ISO 31000:2009. It is governed by the organization's BLOs and strategic objectives, although it can also consider IT-level performance objectives that contribute to BLO fulfillment, such as maximizing reliability or minimizing energy consumption.

The risk management process is executed when the management policy of the Cloud provider needs to actuate the system. This can occur when either a user asks for an action to be performed (e.g., a new service must be deployed), an IT-level event takes place (e.g., a resource failure is detected), or periodically. The management policy will use the risk management process to assess the risks and decide the best action to fulfill the provider's BLOs. Note that at each step new risks can arise, some of them can disappear, or the impacts could be different.

We can distinguish the following subprocesses: SEBCRA (Risk Assessment), which is the overall process of risk identification, analysis and evaluation (see Section 4.1 for a detailed explanation); Risk Treatment, which implements and selects risk-aware responses, as well as measures, actions, and controls to face risks; Risk Monitoring, where all the above steps are reviewed; and Risk Reporting and communication.

4.1. SEmi-quantitative BLO-oriented Cloud Risk Assessment

Risk management literature commonly specifies the need to rank and prioritize risks in order to identify areas for immediate improvement and, thus, focus the best efforts on minimizing and maximizing the effect of threatening events and opportunities, respectively. With this goal in mind, we present a new risk assessment model, i.e. a SEmi-quantitative BLO-oriented Cloud
Risk Assessment (SEBCRA), which has the purpose of constantly ranking Cloud risks. Its main difference compared to other risk assessment models is that it evaluates the impact of risks on an organization’s global BLOs, instead of considering the effect on different single assets of the organization.

The risk assessment is the core process of the BLO-driven Cloud risk management, and it provides risk-level estimations (RLEs) as outputs, which are individually specified for each risk and BLO affected. Generally, the risk assessment is subdivided into identification, analysis, and evaluation of risks.

### 4.1.1. Risk identification

This first step establishes and defines an organization’s potential events, uncertainties and, thus, risks. It is perhaps the most difficult aspect of managing risks, because more events will happen in the future than can be predicted today, i.e. the problem of “unk-unks” (unknown unknowns) [38]. In addition to the identification of risky events, this stage describes them in a structured format, e.g. by using a table, in order to guarantee a comprehensive risk assessment method. Within this integrated description we can highlight some fields, such as the scope of the event in question, its quantification, assets, and resources at risk, as well as tolerance and potential actions for improvement.

### 4.1.2. Risk analysis

Based on each risk previously identified, this step is aimed at figuring out the events’ likelihood of occurrence and the magnitude of their consequences, i.e. the estimated impact on BLOs. We propose a semi-quantitative risk analysis, which uses a risk-level matrix, as suggested in ISO/IEC 27005:2008 [39], in order to carry out risk-level estimations. This ISO has become a widely accepted guide for information security risk management. It provides meaningful insights on how risk analysis and treatment processes should be developed within the context of all types of organization. In particular, the impact is usually evaluated using a $3 \times 3$, $4 \times 4$ or $5 \times 5$ risk-level matrix [13], depending on the granularity desired, which only considers the negative side of the risks. Nevertheless, we use a 10x5 matrix because we are considering the impact in terms of threats (downside risks) and opportunities (upside risks).

Going into detail, we establish the following semi-quantitative classifications: the probability of occurrence of a risky event ($P_i$), expressed by means of very unlikely (1, e.g. once in 20 years), unlikely (2, e.g. yearly), possible (3, e.g. monthly or weekly), likely (4, e.g. daily), and frequent (5, e.g. at any moment); the impact of such event ($I_i$), either a threat, a benefit, or both, semi-quantified between very high (-5 or 5, for negative and positive impact, respectively), high (-4/4), medium (-3/3), low (-2/2) and very low (-1/1); the BLO affected ($B_i$); and the risk-level estimation ($RLE_i$), which is proportional to the probability of a given event ($P_i$) and its impact on the BLO in question ($I_i(B_i)$), resulting in the following equation:

$$RLE_i(B_i) = P_i \cdot I_i(B_i).$$

In this case, five levels of RLE are defined: critical if $-25 \leq RLE \leq -15$; unacceptable if $-15 < RLE < -5$; negligible if $-5 \leq RLE \leq 5$; profitable if $5 < RLE < 15$; and highly profitable if $15 \leq RLE \leq 25$. The risk analysis results (i.e. RLEs) can be used to produce risk profiles. These are very useful for ranking risky events and, thus, for prioritizing risk treatment efforts.

For a better understanding, Table 1 illustrates all the possibilities concerning RLEs for a given BLO in terms of semi-quantitative ranges. Note that values given above to qualitative measures of probabilities and impacts are only aimed at defining those different ranges of risk level estimations, as well as assessing them.

### 4.1.3. Risk evaluation

This step compares the estimated risk levels against a risk acceptance criterion, which is a threshold established by business executives. In fact, the action of moving up and down this threshold is a serviceable practice to determine the organization’s acceptable risk level. This step results in the determination of whether each risk should be treated or not.

### 4.2. Risk treatment: retention, mitigation, or adoption

Once risky events have been identified, analyzed, and evaluated, the risk treatment subprocess takes place. In a nutshell, the main goal is to treat events in order to minimize threats and maximize opportunities. This involves defining new or improving existing risk-aware responses, controls, and management actions to conduct appropriate risk treatment strategies.

In general, this is a crucial step when managing risks, since the future impact of any event may vastly depend on the risk treatment strategies selected. Note that the best responses to address risks may change over time depending on the current provider’s status, e.g. the utilization of its in-house infrastructure or workload received. This stage includes predicting the resulting risk-level estimations for each potential risk response that can be applied. Using these estimations, the provider can choose the risk response that is better aligned with its BLOs, given its current status.

As stated before, day-to-day uncertainties present in any organization can represent both positive and negative impacts for businesses. Traditionally, strategies for dealing with risks representing threats for the business have been proposed. However, it is worth considering also how to exploit events that may represent opportunities. For instance, the number of clients could be higher than expected, which could lead to higher revenue if we ensure that we can attend to all of them. Similarly, some client could finish its execution earlier than expected, which could also lead to higher revenue if we use the freed resources to attend to other clients. We distinguish then among two types of strategy, depending on the nature of the risks: mitigation and adoption strategies for dealing with negative (threats) and positive (opportunities) events, respectively.

#### Negative risks (threats)

Risk mitigation strategies include, among others, the reduction of the probability that a threatening event will occur and/or the reduction of its negative effect if it occurs. Generally, it is aimed at improving negative risk-level estimations. In particular, there are three possible risk mitigation responses to effectively deal with threats.

- Avoid the risk, by eliminating its root cause(s) or changing the organization’s business plan.
**4.3. Risk monitoring**

This step reviews and evaluates the effects of any risk treatment strategy being applied. In general, it assists the organization in knowing if risk-aware responses and actions are suitable or not when managing each risk. This is very important for self-management in Cloud providers driven by BLOs, since they are constantly subjected to unexpected changes in their Cloud environments. In this sense, this step ensures that appropriate risk treatment strategies are being carried out in cases of (1) existing risks changing and (2) new ones emerging as a consequence of applying a particular risk treatment response or strategy. For instance, if a provider decides to accept the risk of deploying a new service on its private Cloud infrastructure, then several new risky events emerge during the operation of such service, such as the possibility of violating its SLA. This step produces outcomes that are useful for adapting any of the previous subprocesses within the management of risks, such as the outcomes of the SEBCRA procedure. In addition, it is useful for business executives in order to rethink high-level objectives according to the constantly improved knowledge about risks.

**4.4. Risk reporting**

The risk management approach has to report externally all the results obtained from managing risks. Actually, these reports are provided to fulfill mandatory requirements related to risk management. However, this step is out of the scope of this paper.

**5. Use case: business-driven management of infrastructure-level risks in a PaaS provider**

In this section, we exemplify the suitability of the BLO-driven risk management procedure for Cloud organizations described above. We present, as a use case, a PaaS provider (from now on denoted as PaaSP) which offers execution environments to host Web-based services. The aim is to demonstrate how the management of risks is able to assist decision-making processes within Cloud providers in improving the achievement of their BLOs. In this sense, we propose several risk treatment responses to face the most critical infrastructure-level risks, namely the risks of over- and under-provisioning its private Cloud, and the risks of resource failure, whether physical or virtual. The evaluation of those risk responses can be found in Section 6.2.

**Multi-Cloud scenario.** We consider a scenario in which PaaS providers interoperate with external IaaS providers. In this context, a PaaSP may be responsible for operating, maintaining, and managing its private Cloud, which is composed by its in-house virtualized resources, and is able to outsource resources to public Clouds managed by underlying third-party IaaS providers. In general, outsourcing deals take place when the private Cloud capacity is insufficient to support the workload.

**Risks and BLOs of the PaaSP.** First, we identify the most important risks the provider is exposed to in the scenario considered. In particular, risks are classified into the following groups, depending on the source of the causing event.

1. **Infrastructure**, including risks such as wrong capacity provisioning (both over- and under-provisioning a private Cloud), failures of physical and virtual resources, virtual machine isolation, and virtualization performance overhead, to name a few. In addition, here we group the risks of power loss to the IT systems, natural disasters, fire, etc.
2. **Services**, including risks such as accepting new SLAs, their violations due to poor performance or service disruptions, loss of governance, and hidden costs for outsourced services, etc.
3. **Data**, including the risks of data integrity loss, destruction of data, etc.

Second, we identify the business objectives that drive our risk management strategy. Examples of potential BLOs for Cloud providers are the maximization of profit (ProfMax), customer satisfaction (SatMax), and reputation (RepMax). We also consider IT-level performance objectives that contribute to the fulfillment of the BLOs, such as the maximization of quality of service (QoSMax), reliability (RelMax), and energy efficiency (EnEffMax). Obviously, other high-level objectives and constraints can be defined.
although its energy consumption can be significantly lower, the
and ranging from profitable to unacceptable for EnEffMax, because,
and this inappropriate QoS delivery leads to a decrease of clients’
satisfaction can be partially or totally assured if there are more
resources than those needed by the services hosted.

On the other hand, the risk of under-provisioning has the
same probability (frequent), but dissimilar impacts, ranging from
highly profitable to critical for ProfMax, because the provider can
outsource resources when needed and thus improve its overall
profit earned, but penalties for SLA violations can be significant;
critical for QoSMax, RelMax, RepMax and SatMax, because the
provider may be not able to meet the QoS agreed in the SLA, and
this inappropriate QoS delivery leads to a decrease of clients’
satisfaction, as well as the provider’s reliability and reputation;
and ranging from profitable to unacceptable for EnEffMax, because,
although its energy consumption can be significantly lower, the
provider should outsource resources in the case of applying the
under-provisioning technique. For this reason, it might not incur
significant improvements in terms of energy efficiency since the
outsourced resources may consume even more energy than if they
were to run in local nodes.

5.1. SEBCRA for risk assessment in a PaaS provider

In this section, we demonstrate the feasibility of the SEBCRA
procedure to assist risk-driven self-management in Cloud
providers owning in-house virtualized infrastructures. We present,
as an example, how different risks have distinct impacts on BLOs.
In particular, the risk of inadequately provisioning a private Cloud
(either under- or over-provisioning) may have the impacts and risk
level estimations on BLOs as given in Table 2. Note that this assess-
ment is only an example, and that the values given can change de-
pending on both the provider’s status and risk treatment strategies
being implemented.

On the one hand, the risk of over-provisioning can appear at any
moment (probability of occurrence equal to frequent) and its risk
levels estimations are critical for EnEffMax and ProfMax, because
the provider is consuming more energy than the strictly needed,
and it is paying for more resources than necessary, respectively,
and highly profitable for RelMax, RepMax, QoSMax and SatMax, since
the provider’s reliability and reputation, QoS offered and customer
satisfaction can be partially or totally assured if there are more
resources than those needed by the services hosted.

On the other hand, the risk of under-provisioning has the
same probability (frequent), but dissimilar impacts, ranging from
highly profitable to critical for ProfMax, because the provider can
outsource resources when needed and thus improve its overall
profit earned, but penalties for SLA violations can be significant;
critical for QoSMax, RelMax, RepMax and SatMax, because the
provider may be not able to meet the QoS agreed in the SLA, and
this inappropriate QoS delivery leads to a decrease of clients’
satisfaction, as well as the provider’s reliability and reputation;
and ranging from profitable to unacceptable for EnEffMax, because,
although its energy consumption can be significantly lower, the

Table 2
Example of assessing the uncertain effects on potential PaaSP’s BLOs of inadequately provisioning a private Cloud.

<table>
<thead>
<tr>
<th>Event i</th>
<th>( P_i )</th>
<th>( B_i )</th>
<th>( I_i(B_i) )</th>
<th>( RLE_i(B_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Over-provisioned</td>
<td>Frequent</td>
<td>High</td>
<td>-</td>
<td>Critical</td>
</tr>
<tr>
<td>ProfMax</td>
<td>-</td>
<td>Medium</td>
<td>High</td>
<td>Highly profitable</td>
</tr>
<tr>
<td>RelMax</td>
<td>-</td>
<td>Medium</td>
<td>High</td>
<td>Highly profitable</td>
</tr>
<tr>
<td>RepMax</td>
<td>-</td>
<td>Medium</td>
<td>Highly profitable</td>
<td></td>
</tr>
<tr>
<td>QoSMax</td>
<td>-</td>
<td>Medium</td>
<td>Highly profitable</td>
<td></td>
</tr>
<tr>
<td>SatMax</td>
<td>-</td>
<td>Medium</td>
<td>Highly profitable</td>
<td></td>
</tr>
<tr>
<td>EnEffMax</td>
<td>-</td>
<td>Very high</td>
<td>High</td>
<td>Critical</td>
</tr>
<tr>
<td>ProfMax</td>
<td>-</td>
<td>Medium</td>
<td>Very high</td>
<td>Highly profitable</td>
</tr>
<tr>
<td>RelMax</td>
<td>-</td>
<td>High</td>
<td>High</td>
<td>Critical</td>
</tr>
<tr>
<td>Under-provisioned</td>
<td>Frequent</td>
<td>High</td>
<td>Low</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>RepMax</td>
<td>-</td>
<td>High</td>
<td>Low</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>QoSMax</td>
<td>-</td>
<td>High</td>
<td>Low</td>
<td>Unacceptable</td>
</tr>
<tr>
<td>SatMax</td>
<td>-</td>
<td>High</td>
<td>Low</td>
<td>Critical</td>
</tr>
<tr>
<td>EnEffMax</td>
<td>Low</td>
<td>Low</td>
<td>Protable</td>
<td>Unacceptable</td>
</tr>
</tbody>
</table>

Table 3
Example of using the SEBCRA procedure for assessing uncertain effects of several Cloud-related events on the profit maximization BLO.

<table>
<thead>
<tr>
<th>Event i</th>
<th>Probability ( (P_i) )</th>
<th>Impact ( (I_i(B_i)) )</th>
<th>( RLE_i(B_i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Over-provisioned infrastructure</td>
<td>Frequent</td>
<td>0</td>
<td>High</td>
</tr>
<tr>
<td>Physical or virtual resource failures</td>
<td>Possible</td>
<td>0</td>
<td>Very high</td>
</tr>
<tr>
<td>SLA violations</td>
<td>Likely</td>
<td>Medium</td>
<td>Very high</td>
</tr>
<tr>
<td>Service disruptions</td>
<td>Possible</td>
<td>0</td>
<td>Medium</td>
</tr>
<tr>
<td>Loss of service performance</td>
<td>Possible</td>
<td>0</td>
<td>Medium</td>
</tr>
<tr>
<td>Outsourcing hidden costs</td>
<td>Unlikely</td>
<td>0</td>
<td>High</td>
</tr>
<tr>
<td>Virtualization performance overhead</td>
<td>Very unlikely</td>
<td>0</td>
<td>High</td>
</tr>
<tr>
<td>Data integrity loss</td>
<td>Very unlikely</td>
<td>0</td>
<td>Medium</td>
</tr>
<tr>
<td>Destruction of data</td>
<td>Very unlikely</td>
<td>0</td>
<td>Medium</td>
</tr>
<tr>
<td>Power loss of IT systems</td>
<td>Very unlikely</td>
<td>0</td>
<td>Very low</td>
</tr>
<tr>
<td>Natural disasters, fire, etc.</td>
<td>Very unlikely</td>
<td>0</td>
<td>Very low</td>
</tr>
</tbody>
</table>

5.2. SEBCRA for profit maximization in a PaaS provider

In this section, we demonstrate how the SEBCRA procedure can
be very useful for determining ways of improving a given BLO,
which is profit maximization. Note that risks can have an impact on
many BLOs (as shown in Table 2), but in this section we only present
an example of the consequences on the ProfMax BLO. The key
parameters of the SEBCRA procedure for each risk affecting
the ProfMax BLO are shown in Table 3. The different risks have
been derived from the analysis of the work in the area, which
we introduced in Section 2.2. Note that some events could be a
consequence of others, but they are different risks with distinct
impacts. For instance, the risk of service disruption is usually due
to resource failures, but their effects on BLOs could be different.

After completing the table of probabilities and impacts, the
SEBCRA procedure helps the PaaSP in the tasks of categorizing
and prioritizing risks according to their importance (impact) for
a given BLO. In this sense, the provider is able to constantly put
its best efforts into addressing threatening events (or exploiting
opportunities) that may incur more losses (or benefit) to the
ProfMax BLO. In this example, this occurs with the risks related
with the Cloud infrastructure, namely the risks of over- and under-
provisioning its private Cloud and of physical and virtual resource
failures.
5.3. Treating the risks of provisioning a private Cloud

Once the risk assessment has been carried out, one needs to treat risks exceeding the acceptance threshold determined by the business entity. To that end, a suitable risk treatment process needs to propose risk-aware responses and actions which must help organizations to mitigate or exploit risks with negative and positive consequences, respectively. Note that not all possible risk responses (those briefly described above in Section 4.2) can be applied to face each risk. In fact, the risk of over-provisioning, for instance, cannot be directly avoided. The “avoid” risk response would lead to the provision of an infrastructure with fewer resources, which could imply switching to the risk of under-provisioning.

As shown in Fig. 2, an over-provisioned infrastructure implies that most servers are underutilized in low demand situations, with the corresponding energetic, economic, and administration expenditures. On the other hand, an under-provisioned private Cloud means that the provider will not pay so much for these costs. However, it will lose some of the clients as it is not able to cope with peak demands. In addition, although a Cloud provider assumes that it has the required capacity for meeting peak demands, a wrong estimation can be made or some unexpected demands due to sudden events could appear. Several risk treatment responses to deal with these risks of wrongly provisioning a Cloud infrastructure have been identified.

Note that, in addition to these responses, we also include the option (Retain) of just accepting these risks. In this case, we assume the use of a round-robin scheduler. Therefore, services are deployed in a way that nodes are progressively filled, thus trying to ensure an equitable distribution of VMs among physical resources of the private Cloud.

**Risk of over-provisioning.** We propose the following risk mitigation responses to deal with the risk of over-provisioning a private Cloud.

- **Reduce 1:** this both consolidates services’ VMs and applies turning on/off of nodes depending on the workload handled by the provider’s infrastructure. In other words, it aligns the number of running nodes with the workload received, while unused ones are powered off. Thanks to virtualization, several service components (VMs) can be running on the same physical host in isolation with low performance impact. This consolidation of resource pools is also a very common practice for minimizing the energy consumption of data centers [40], and thus costs. Recent studies, such as [41], have shown that on average an idle server consumes roughly 70% of the power consumed by the same server running at the full CPU speed.
- **Reduce 2:** apart from consolidating VMs and turning on/off nodes, this response is based on overbooking physical nodes to reduce even more the number of running nodes. An overbooking factor guides the placement policy. In particular, we use 1.5 and 1.25 as high and low overbooking factors, respectively.

One could think also about Sharing this risk with external providers by insourcing resources to them. This means offering a set of internal resources to let them, for instance, extend their private Cloud with external resources. However, the applicability of this response depends on whether the external demand for these resources is higher than the cost of keeping these resources online or not. For this reason, we do not include this response in our use case.

**Risk of under-provisioning.** In this case, two risk treatment responses are suggested (apart from retaining the risk).

- **Avoid:** this rejects the deployment of new services if there is not enough capacity in the private Cloud to support their operation.
- **Share:** this tries to ensure the potential positive impact of this risk already identified in Table 3. In this sense, the provider decides to share the responsibility of this risk with external IaaS providers, by outsourcing the deployment and operation of services. In general, outsourcing deals are very suitable when the PaaSP needs to scale up its limited in-house infrastructure in order to meet peak demands.

Note that the first risk treatment response aims at mitigating the negative consequences of this risk (Avoid), whereas the second tries to ensure that the opportunity is realized (Share). In addition, the latter represents a possibility of avoiding the threatening part of this risk, since the provider should be able to meet resource requirements of services.

5.4. Mitigating the risk of resource failures

Unexpected failures of physical and virtual resources are becoming a usual undesired phenomenon in current data centers. This fact is leading Cloud providers to take a deep look at best practices to tackle the threatening risk of such failures, and their associated uncertain effect on the provider’s business objectives. In this sense, the exploration of suitable risk treatment strategies seems one of the possible ways to face them. We propose the following four possible risk mitigation responses.

- **Retain** the risk and its consequences. This can be very dangerous for Cloud providers, since service outages represent significant losses in terms of profit, reputation, reliability, and customer satisfaction. However, it can be appropriate if the mean time between failures (MTBF) is very large.
- **Avoid** the risk, by replicating virtual resources supporting the operation of services. This response guarantees that there is not a single point of failure, but the provider’s operational costs are increased.
- **Reduce** the consequences, by recovering service execution upon resource failures. With this response, the provider must ensure the minimum mean time to repair (MTTR) to meet the service availability agreed with customers.
- **Transfer,** by outsourcing the operation of preferential services to third-party IaaS providers. Agreed SLAs with those providers should ensure a reward in case of unavailability of outsourced services.

Note that both Avoid and Reduce responses also outsource the service operations to external IaaS providers if the private Cloud does not have enough capacity to cope with the load received by the provider. In addition, all responses consolidate VMs and turn on/off physical nodes depending on the demand.

6. Experimentation

In this section, we evaluate the impact in the PaaSP’s BLOs when incorporating the proposed risk treatment strategies into
its self-managed operation. In particular, we have tested how such a provider is able to fulfill two BLOs – maximization of profit and customer satisfaction – when facing what the SEBCRA procedure has identified as the most critical Cloud infrastructure-related risks, i.e. risks of provisioning a private Cloud and risks of resource failures. With this goal in mind, we have experimented with the PaaSP in distinct situations, i.e. with different workloads and customer demands (number of services hosted), and we have measured the fulfillment of these two BLOs achieved by the different risk treatment responses detailed above.

6.1. Experimental environment

The experimental scenario, which is depicted in Fig. 3, is composed of different stakeholders: (1) end-users, who want to use services deployed on the Cloud; (2) SaaS providers, who want to deploy their services on the Cloud; (3) the PaaS provider (PaaS), which is a Cloud hosting provider with its own private Cloud that offers execution environments to host Cloud services (by means of the EMOTIVE Cloud middleware [42]); and (4) three third-party IaaS providers to which the PaaS can outsource the operation of services to their public Clouds. Note that all risk treatment responses evaluated in this section have been developed as scheduling policies for the EMOTIVE Cloud middleware.

6.1.1. EMOTIVE and EEFSim simulator

The EMOTIVE middleware allows executing Cloud services and provides customized virtual environments to them. In addition, it allows managing Cloud providers according to different policies. EMOTIVE can be used on either a real Cloud environment or a simulated one. This experimentation is centered on the latter case, in which the EEFSim simulator [43] reproduces the behavior of a real virtualized data center. The use of simulators has offered remarkable advantages in research, and even more in the Cloud computing area where we work with large-scale distributed environments.

6.1.2. Experimentation parameters

In the experiments, the PaaSP has a private Cloud composed of 50 physical nodes. All of them use Xen as the VM hypervisor.

Energy. The PaaSP is located in UK, so we use the corresponding power pricing [44], i.e. 0.101€/KWh, for using the common grid power. The EEFSim simulator provides the energy consumption of the private Cloud. It follows a Gaussian distribution $\mathcal{N}(PC, 1)$, where $PC$ is the real power consumption previously obtained with a power meter (see [45] for further information on the power usage characterization used). Note that a Power Usage Effectiveness (PUE) of 2.0 – this is the industry average value according to [46] – is used for calculating the real energy consumption of the PaaSP’s datacenter.

Operational incomes and costs. The PaaSP offers three different prices to clients (i.e. SaaSPs) for the hosting of services, depending on the level of QoS desired: 0.5€/h, 0.35€/h, and 0.2€/h for Gold, Silver, and Bronze quality, respectively. This categorization is very useful for scheduling policies responsible of allocating resources to services, or selecting the best ones to be canceled or outsourced. In addition, the PaaSP has three options for outsourcing resources: Rackspace Hosting [47], at a cost of 0.46€/h; and Amazon EC2 [6], at a cost of 0.337€/h or 0.162€/h for on-demand and spot large standard instances, respectively. These prices comprise the costs of computation (2 CPUs), storage (2 GB), and bandwidth (5 GB of data transfer in and out). With this amount resources the PaaSP ensures that the SLAs of outsourced services will never be violated, regardless of resource utilization over time.

The PaaSP’s operational expenditures are equal to the price of the local and external infrastructures used. The former includes the amortization costs of local hosts (over 4 years), the space (over 10 years) required to deploy them using a price of 2000€/m², and the electricity consumed in terms of the annual billing. The latter comprises only the costs of outsourcing VMs in terms of usage per hour, i.e. following the pay-as-you-go billing model.

SLA violation penalties. The PaaSP is subjected to suffer losses if SLAs agreed with its clients are not met. We experimented with a minimum availability of four nines (99.99%). Service availabilities below this threshold are considered as SLA violations. In addition, an SLA $i$ is considered as violated if the response time offered to clients is greater than a threshold $MVRT_i$; (minimum violating response time). We used a value of 8 s, since this is the limit time a user is supposed to wait for a Web page according to [48]. As shown in Fig. 4, penalties associated to such SLA unfulfillment are assessed by two parameters: (1) the Misdelivery, namely the deviation from the $MVRT$, which follows a linear function; and (2) the Unavailability, namely the total amount of time that the service is unavailable, which is determined by a Gompertz function (a kind of sigmoid function). The latter is a type of mathematical model for time series, where growth is slowest at the beginning and end of a time period. SLA penalties can be modeled in a realistic way by using this function, because it allows to reduce penalties for low SLA violations, while setting also an upper limit for high ones. In order to be coherent, each QoS level has a different increase in these functions. The amount of penalty is given by $\%Penalty = Price \cdot \min(1 + \frac{MVRT_i}{MVRT_{\text{firm}}}, 1)$, where $Price$ is a maximum possible value for this penalty equal to 75%, 100%, or 125% of the price paid by clients, depending on the QoS agreed. We guarantee enough compensation to customers if the service offered is far below of what was agreed in the SLA. However, we apply this upper bound in order to avoid malicious users, who can overload services themselves with the aim of receiving large amounts of monetary rewards.

6.1.3. Workload and Cloud services

The Cloud services hosted in the PaaSP receive requests following a workload pattern obtained from an anonymous European ISP (collected during 2009). The workload pattern used is of a whole week, thus representing the typical time-varying users demand over this period. Actually, we extracted each individual service’s workloads, which are used in the experimentation to reproduce real accesses to different services over the simulated time. In addition, note that those services have different computing resource requirements. We carried out several tests, each one simulating one week and with different amount of services running in the provider. In any case, the aim is to demonstrate the success of the business-driven risk management approach presented, regardless of the number of services hosted and, therefore, of the private Cloud’s utilization.
The service application to be hosted in the PaaSP is the SPECweb2009 e-Commerce [49]. Its performance model has been incorporated into the simulator. It was obtained by performing several real tests, on a Tomcat server, facing different input loads and with different processing units (from 0.25 to 4) available to it (note that such application is CPU bounded in this environment). Indeed, such modeling is focused on the response time metric. A performance pattern which relates this metric with both incoming users’ load and CPU usage of the server has been detected.

6.1.4. Simulating a faulty Cloud environment

The reliability of Cloud providers is threatened by unexpected resource failures which imply negative impacts in several ways. Among others, the availability of services hosted in faulty infrastructures is clearly affected. We consider that a resource, either physical or virtual, has failed if there is a crash failure, i.e. the resource halts, or an omission failure, i.e. the resource does not answer to petitions. By definition, the failure rate ($\lambda$) is the frequency with which a given system fails, expressed in failures per hour. In practice, the mean time between failures (MTBF, $\frac{1}{\lambda}$) and mean time to repair (MTTF) are often used. The former is the average time between failures, while the latter determines the time taken to repair a failed resource, either physical or virtual. These parameters are commonly used to assess the availability as follows:

$$\text{Availability} = \frac{\text{MTBF}}{\text{MTBF} + \text{MTTR}}.$$  

Availability is one of the most common service level objectives (SLOs) present in SLAs offered by current commercial providers. For instance, Amazon EC2 ensures in its SLA [50] an annual uptime percentage of at least 99.95%. Taking into account a minimum MTTR of 15 min (manual rebooting), the maximum MTBF should be roughly 21 days. However, this is not real according to real outages till 2008. Apart from that, Google reported an average of 1000 node failures/year in their typical cluster of 1800 nodes, which represents an MTBF of 8.67 h [51]. This is actually the value used in this experimentation. With regard to failures of virtual machines, we adopt the MTBF used in [52], i.e. 7.5 days. Finally, and as stated above, we use an MTTR of 15 min.

6.2. Maximizing the PaaSP’s profit and customer satisfaction

This section demonstrates the applicability of the business-driven risk management approach proposed to deal with threatening infrastructure-level risks to which Cloud providers are exposed. We analyze how different risk mitigation responses are capable of shifting the consequences of those risks from negative to positive, depending on the current provider’s status. We evaluate the impact of those risks on two BLOs: maximization of profit (ProfMax) and customer satisfaction (SatMax). The profit is expressed in €/week and it is calculated using the typical cost-benefit analysis: $\text{Profit} = \text{Revenue} - (\text{Operational costs} + \text{Penalties})$, while customer satisfaction is assessed as the percentage of fulfillment of SLAs agreed with them.

6.2.1. Risks of provisioning the private Cloud

We distinguish between two types of risk at this level, which are over- and under-provisioning physical infrastructures. In other words, these are the risks of building a private Cloud with a wrong capacity, either insufficient or more than necessary. In our experimental setup, considering both the amount of resources (capacity) available in the private Cloud and the services’ demand in terms of computing resources, we can calculate the number of services that can be executed with that capacity. Given that the PaaSP has 50 physical nodes, it can execute up to 140 services. According to this, the PaaSP is under- or over-provisioned if there are more than or fewer than 140 services, respectively.

Over-provisioning. Figs. 5 and 6 illustrate the effects of over-provisioning a private Cloud on the PaaSP’s weekly profit and its customer satisfaction, respectively. The results are presented for each different risk mitigation strategy (those described in Section 5.3), and depending on the utilization of the private Cloud (i.e. the number of services hosted). As shown in Fig. 5, the worst risk response in terms of ProfMax BLO fulfillment is Reduce 2, either with a 1.5 (high) or 1.25 (low) overbooking factor. This response overbooks physical resources to reduce the amount of online hosts and, thus, reduce the energy bill. However, the number of penalties due to SLA violations is significantly higher. In fact, the fulfillment of the SatMax BLO is also clearly diminished (Fig. 6). Altogether, Reduce 2 response, which overbooks resources according to a factor, is only appropriate if the private Cloud utilization is lower than 15%. Response Reduce 1 is the best in terms of achieving the maximization of both BLOs. It consolidates several services’ VMs on each physical host, but
failures in a private cloud on the PaaS provider’s weekly profit and its maximization of customer satisfaction. Note that the profit is the provider’s capacity, has the main advantage of ensuring the potential positive impacts of under-provisioning a private cloud while, at the same time, avoiding the realization of negative consequences. The retain response is critical for the achievement of both BLOs. This response unconsciously overbooks in-house physical resources, since the private cloud capacity is not enough to support the load received by the provider. As shown in Fig. 7, the weekly profit is lowered due to large amounts of losses incurred by violating SLAs. Finally, the avoid response, which cancels the deployment and operation of the services over the provider’s capacity, has the main advantage of ensuring the maximization of customer satisfaction. Note that the profit is always the same since the amount of services running in the private cloud is the maximum.

6.2.2. Risks of resource failures
As seen in Figs. 9 and 10, which show the effects of resource failures in a private cloud on the PaaS provider’s weekly profit and its customer satisfaction, respectively, the best response to address this challenging risk is to reduce it, by recovering the operation of services upon resource failures. This can be done easily under virtualized environments, by using a checkpointing/restoring mechanism of VMs.

The transfer response, which outsources Gold QoS services, achieves a profit maximization very similar to the best one. This occurs because it ensures the compliance of SLAs with Gold QoS, which generates more benefit for the provider. However, some SLAs with Silver or Bronze QoS categories are violated, since their associated services are running in the faulty private cloud infrastructure. As shown in Fig. 10, this has an impact on customer satisfaction. The avoid response replicates the amount of virtual resources supporting services’ operation and, for this reason, the PaaS also experiences a 100% SLAs fulfillment, but the cost of maintaining the replication of the cloud infrastructure is too high. This lowers the PaaS’s profit.

Finally, the PaaS is subjected to a severe unfulfillment of ProfitMax and SatMax if it decides to retain such risk. Actually, the negative consequences on the whole provider are unexpected if no recovery plan is applied. Notice the profit losses in Fig. 9 due to SLA violations caused by (1) failures of physical and virtual resources and (2) having an under-provisioned infrastructure due to these failures (for 100% of utilization and higher).

6.2.3. Strategy for treatment of cloud infrastructure-level risks
From the results shown above, we can outline a promising risk treatment strategy to deal with cloud infrastructure-related risks. It is intended to be used by self-managed cloud providers aimed at maximizing their profit and customer satisfaction. Such a strategy is composed by the most successful risk responses to deal with each risk evaluated in this section. First, reduce the risk of over-provisioning the private cloud, by both consolidating services’ VMs and aligning the number of online nodes with the time-varying demand received. In addition, services should be highly overbooked (i.e. with an overbooking factor of 1.5) if the utilization of the private cloud is lower than 15%. Second, share the risk of under-provisioning the private cloud, by outsourcing the services’ operation to public clouds maintained by third-party IaaS.
Finally, reduce the risk of physical and virtual resource failures, by means of a VM checkpointing/restoring mechanism, for which the execution of services can be recovered upon resource failures. Figs. 11 and 12 show the effect of such risk treatment strategy on a provider’s profit and customer satisfaction, respectively. We compare this strategy with another one that it is unaware of infrastructure-level risks. We experimented with different incoming customer demands (number of hosted services) in order to show the fulfillment of both BLOs in any case, and during a month.

The results demonstrate how a risk-aware policy constantly selects and applies the best risk treatment response(s) by considering the current utilization of the private Cloud. As shown along the x-axis of both figures, the PaaSP starts the month with a low demand, which allows it to turn off several of its in-house physical nodes, as well as consolidating and overbooking services over a minimum number of online nodes. These management actions allow the provider to maximize the profit earned, despite the fact of having to pay compensation due to violating roughly 8% of SLAs (if the customer satisfaction BLO is more important for the provider than profit maximization, it could choose a different risk strategy to favor this BLO). Then, it experiences an increase in demand, leading it to completely fill its private Cloud. Note that, in this situation, in which the private Cloud is perfectly provisioned according to users’ demands, the differences in BLO fulfillment between both policies analyzed is due to the failures of resources. In fact, the negative impact of such failures is present throughout the entire month in the case of being unaware of this fact. Later on, the PaaSSP receives an extra demand which cannot be dealt with by using only the private Cloud resources. For this reason, the risk adoption response of sharing the risk of under-provisioning, which appears at this moment in time, is applied. With this response, the PaaSSP outsources the operation of services that do not fit into the private Cloud resources to third-party IaaS providers. This risk response assures the SLA fulfillment of all services, either running in-house or external resources, thus leading to maximizing the profit earned and customer satisfaction. In this situation, a risk-unaware provider is subjected to paying a lot of penalties to its customers since the number of SLA violations is very high. Afterward, the incoming demand drops considerably and, therefore, the private Cloud is over-provisioned again. For this reason, the risk-aware policy decides to turn off half of nodes in order to align the time-varying demand with the number of online nodes. Finally, the PaaSSP receives a two-day peak in demand which is addressed again by means of outsourcing deals with external IaaS providers.

7. Conclusions
In this paper, we have introduced risk management into the Cloud computing paradigm. In this direction, we first exposed the most important Cloud-specific risks and those for which
Cloud stakeholders are exposed. Afterward, we have presented a Cloud-specific risk management procedure, which is oriented to determine the risk, i.e., the uncertain effect of events (either positive or negative) on the Cloud organization’s BLOs. Our risk management process includes the SEMI-quantitative BLO-oriented Cloud Risk Assessment (SEBCRA) procedure, whose main goal is to constantly identify, analyze, and evaluate Cloud risks. Its outcome is a prioritization of risks according to their potential impact(s) on different BLOs. In general, it introduces a methodology that brings transparency to decision-making processes assisted by the risk factor, as well as allowing them to solve uncertainties when self-managing a Cloud provider toward well-defined business objectives and constraints. Furthermore, we have demonstrated how each risk may have dissimilar repercussions on each BLO considered. In fact, the effects of uncertainties highly depend on both the current provider’s status and the effectiveness of the risk treatment responses that are being applied.

Finally, and as a use case, we have incorporated our risk management approach in a PaaS provider in order to improve the achievement of the most typical BLOs for Cloud providers, i.e., the maximization of both their profit and customer satisfaction. After using the SEBCRA method, we have observed an urgent need to face the already identified infrastructure-level risks: under- and over-provisioning the private Cloud, and the risk of physical and virtual resource failures. In this regard, we have proposed and evaluated several risk treatment responses to deal with these risks. The results obtained from the experimentation conducted have allowed us to outline a suitable risk management strategy to be embodied in the PaaS provider’s self-operation. This strategy is composed by the most efficient responses to address each of those infrastructure-related risks identified, making the provider able to mitigate and adopt their negative and positive consequences.

7.1. Future work

Although we have shown in this paper that providers working in a Cloud environment can benefit from using a risk management methodology for organizations and how this methodology should be adapted to fit in a Cloud organization, our future work includes integrating this risk management methodology in a framework for the self-management of Cloud providers in a large-scale environment. This requires the implementation of an autonomic risk-aware scheduler, which will be based on business-driven policies, management rules, and heuristics that should constantly assist Cloud providers when aiming to improve their profit and reliability, among many others. Moreover, it will assist policies in charge of selecting the best third-party Cloud providers to create multi-Cloud scenarios. Those policies should consider, in a synergistic way, several parameters such as the provider’s BLOs, Cloud service requirements, and external providers’ dependability. In addition, we are pondering the inclusion of the ALARP (As Low As Reasonably Practicable) principle [53] into the risk analysis subprocess of the SEBCRA method. Basically, a risk is within the ALARP range if the cost needed to reduce it is greatly disproportionate to the benefit gained.

Another important issue will be the tackling of scenarios in which multiple (and contradicting) BLOs are defined by Cloud organizations. In these cases, several trade-offs appear and, therefore, complex business-driven and risk-aware management policies need to be developed. Finally, in this paper, we have assumed a unified viewpoint representing the “business” entity (e.g., group of business executives), which provides a unified view of the organization’s BLOs, the potential risks and their impact and, therefore, a single risk prioritization scheme. In practice, this could be difficult to achieve, so additional mechanisms could be needed to get this unified view or to deal with disparate viewpoints within the business executives.
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